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Deep Learning

 Nowadays, deep learning has achieved remarkable success in a variety of disciplines
including cormp 1, natl juag , multi-agent decision making as
well as scientific and engineering applications.
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Adversarial Examples

« Although deep neural networks have achieved remarkable success in practice, it is
well-known that modern neural networks are vulnerable to adversarial examples.

« Specifically, for a given image X, an indistinguishable small but adversarial
perturbation o is chosen to fool the classifier f to produce a wrong class using
f(x+9).
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Adversarial Training

« To mitigate this problem, a common approach is to design adversarial
training algorithms by using adversarial examples as training data.

Concretely, we consider a training
dataset S = {(x1, ¥1), ..., Xy, Yn)J,
and we aim to solve the following

min—max optimization problem:
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Our Fundamental Theoretical Questions :

Q1: Why do neural networks trained by standard training converge to
the non-robust solutions that fail to classify adversarial examples?

Q2: How does adversarial training algorithm help optimizing neural
networks to improve their robustness against adversarial perturbation?




Robust and Non-robust Feature Decomposition

< Acommon challenge In analyzing adversarial training is the gap between theory
and practice, which motives us considering the realistic data model.

Robust dataset

[ Robust/Non-Robust Feature Decomposition ]

good standard accuracy
good robust accuracy

= =

Unmodified
test set

good standard accuracy
bad robust accuracy
Non-robust dataset

« The data foundation that we leverage Is predicated on the decomposition of robust
and non-robust features, which suggests that data is comprised of two distinct
types of features: robust features, characterized by their strength yet sparsity,
and non-robust features, noted for their vulnerability yet density.
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Patch-Structured Data Model

* In our paper, we mathematically represent this concept via the patch-
structured data, which is shown as:
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Main Result I: Non-Robust Feature Learning
Dominates During Standard Training

KI' heorem 1 (Standard Training Converges to Non-robust Global Minim&
Under our framework, we prove that neural network trained by standard
training from random initialization satisfies:

 Standard training Is perfect.

* Non-robust features are learned well.

« Standard test accuracy Is good.

* Robust test accuracy Is bad, even for model-independent perturbations
\ that are generated by non-robust features. /




Main Result Il: Adversarial Training Provably
Helps Robust Feature Learning

/ Theorem 2 (Adversarial Training Converges to Robust Global Minima). \
Under our framework, we prove that neural network trained by
adversarial training from random initialization satisfies:
 Adversarial training is perfect.

* Robust features are learned well.

 Standard test accuracy Is good.

K- Robust test accuracy Is also good. /




Experiments: Feature Learning Process on Real Images

ining

Std Tra

ining

Adv Tra

Accuracy

Accuracy

Accuracy

1.04
0.8
0.6
0.4
02l [ —— Non-robust Feature Learning
Robust Feature Learning
0 5 10 15 20 25 30
Epoch
0.7
0.6 S

o
n
s

\

Accuracy

‘//‘
0.4+ ‘
0.3
0.24 ;
—— Non-robust Feature Learning
0.1 Robust Feature Learning
0 5 10 15 20 25 30

Epoch

MNIST

Accuracy

0.8
0.6 1 ; . . M
A s ) ﬂ
!If_l\l ‘l ,'An‘ | k\'MJ\‘UM‘ 1 ‘F\iﬂ |\‘ ‘J{‘
Il ‘W/ﬂ’ Ul / "\"
0.4 ’ ‘
0.2 —— Non-robust Feature Learning
Robust Feature Learning
0 25 s0 75 100 125 150 175 200
Epoch
0.7 4
R My W 4 *‘c/." WA e
A oAV
1y
0.5 l'n
i
f
0.44 /
‘A
|
0.3 |
|
‘\
0.2 4 >
! —— Non-robust Feature Learning
s | e Robust Feature Learning
0 25 50 75 100 125 150 175 200
Epoch

CIFARI10

Accuracy

0.7

0.6

05

04

0.3

0.2 -
—— Non-robust Feature Learning

0.1 Robust Feature Learning

0 25 50 75 100 125 150 175 200
Epoch
0.8 MAA A A A —
A V‘"L‘Jﬁ“'.v’ﬁ"‘ TV ‘\'}\W  foibisadagn 2 e
0.7 AN '
A

0.6 |

0.5

0.4

0.3

927 —— Non-robust Feature Learning

o Robust Feature Learning

0 25 50 75 100 125 150 175 200
Epoch

SVHN




Take-Home Messages

Robust/Non-Robust Feature Decomposition ]
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Thanks for listening!
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